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ABSTRACT
Modern learnable collaborative filtering recommendation models
generate user and item representations by deep learning methods
(e.g. graph neural networks) for modeling user-item interactions.
However, most of themmay still have unsatisfied performances due
to two issues. Firstly, some models assume that the representations
of users or items are fixed when modeling interactions with differ-
ent objects. However, a user may have different interests in different
items, and an item may also have different attractions to different
users. Thus the representations of users and items should depend on
their contexts to some extent. Secondly, existing models learn rep-
resentations for user and item by symmetrical dual methods which
have identical or similar operations. Symmetrical methods may fail
to sufficiently and reasonably extract the features of user and item as
their interaction data have diverse semantic properties. To address
the above issues, a novel model called Asymmetrical context-awaRe
modulation for collaBorative filtering REcommendation (ARBRE)
is proposed. It adopts simplified GNNs on collaborative graphs to
capture homogeneous user preferences and item attributes, then
designs two asymmetrical context-aware modulation models to
learn dynamic user interests and item attractions, respectively. The
learned representations from user domain and item domain are
input pair-wisely into 4 Multi-Layer Perceptrons in different com-
binations to model user-item interactions. Experimental results on
three real-world datasets demonstrate the superiority of ARBRE
over various state-of-the-arts.

CCS CONCEPTS
• Information systems → Recommender systems.
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1 INTRODUCTION
Information overload in Internet brings great challenges for recom-
mendation systems to mine personalized information of users for fil-
tering and suggesting items of potential interests to them [6, 11, 19].
Many recently proposed recommendation methods model user pref-
erences and item attributes by exploiting multi-source information
other than user-item historical interactions (e.g., rating, clicking),
such as social relations [7, 35] and review information [18, 39], and
have achieved competitive performances. However, the application
of these methods maybe restricted in the cases where none of the
additional multi-source information is available. The most widely
used technique for recommendation only based on user-item histor-
ical interactions is collaborative filtering (CF) [15, 24]. The core idea
of CF is to assume that users with similar historical interactions
would have similar preferences on items. In order to effectively
model users and items, the learnable CF models embed users and
items into vectorized representations in latent space where their
similarity and relations can be computed [12, 16, 31, 33]. Early shal-
low CF models like matrix factorization (MF) [16] and BPR [25]
directly linearly factorize the interaction matrix as latent vectors of
users and items and models their potential interaction with inner
product. The complex non-linear relations between users and items
are hard to capture by shallow models. With the development of
deep learning (DL), many DL-based CF models have been proposed
for their effectiveness in assimilating collaborative signals [11, 33]
and modeling complex nonlinear interactions [12, 27].

The user-item historical interactions can be naturally expressed
as graphs. Recently, graph neural networks (GNNs) have shown
effective performance in extracting high-order nonlinear features
from complex graph structures. Hence, many GNN-based recom-
mendation models have been proposed [2, 11, 33, 34, 37]. Some
works apply GNNs on the bipartite graph where nodes represent
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users and items and edges represent their historical interactions
[2, 11, 33] to directly model nonlinearly relations between users and
items. Some other works apply GNNs on the collaborative graphs,
where nodes represent users or items and the edges represent their
collaborative similarity computed based on their neighborhood
overlap in the bipartite graph, to explicitly model the homogeneous
user preferences or item attributes [21, 37]. In order to combine
the advantages of both types of graphs, some works integrate the
features learned from bipartite graphs and collaborative graphs
together for recommendation [36]. Despite the effectiveness of the
above methods, following [7, 35], we argue that their performances
are still hindered as the learned representation of a user (resp. item)
is static for diverse items (resp. users). Intuitively, the representa-
tions of user and item should be different when facing different
contexts, i.e., predicting different user-item interactions. For in-
stance, the upper part of Figure 1 illustrates the user’s interests
towards clothes and computers. If the candidate item is a jacket,
we should pay more attention on what kind of clothes the user
would like by embedding her interest in clothes more into her rep-
resentation, while her interest in computers is more likely to be
noisy information. Also, the lower part of Figure 1 illustrates that
a Major League Baseball (MLB) varsity jacket can attract baseball
fans and fashionistas. If the target user is a fashionista who has no
interest in baseball, the representation should embed its attraction
to fashionistas more, while its attraction to baseball fans should
be restrained. In other words, the representation of the user (resp.
item) should embed more historical interaction information related
to the candidate item (resp. target user) than those unrelated in-
teraction information, which is neglected by most of the existing
works.

Candidate Item

Target User

Context-aware 
interest

Context-aware 
attraction

Figure 1: Illustration of context-aware user interest and item
attraction. The upper part is a user’s clicking history, which
can be divided into two categories: clothes and computers;
the lower part is a MLB varsity jacket’s clicked users, which
composed of baseball fans and fashionistas.

The symmetrical structure of user-item interaction data has in-
spired many works to design dual deep learning models to learn
both user and item representations, respectively [5, 7, 9, 18, 35].
The dual models of user and item have symmetrical structures
with identical or similar deep learning operations. For example,
DANSER [35] develops a dual-graph attention network to model
the two-fold social effects for social recommendation. DICER [7] ex-
tracts deep context-aware features of users and items with dual side
modulation. However, although the user and item have symmet-
rical interaction data structure, their data have different semantic
features for recommendation. For example, let us consider a user
who has clicked several laptops, mice and keyboards. Apparently,
these clicked items have substitutive relations (e.g. laptop-laptop)
and complementary relations (e.g. computer-mouse-keyboard), i.e.,
there are strong interdependencies among the user’s clicked items.
However, the historical clicking users of a certain item usually
do not have such explicit interdependencies among them. Thus
learning representations of users and items from historical interac-
tion data with symmetrical dual models may not be sufficient and
reasonable to extract their unique semantic features.

To alleviate the aforementioned limitations, we propose a novel
model called ARBRE, which learns user preferences and item at-
tributes with GNNs on collaborative graphs, then designs two asym-
metrical context-aware modulation models to learn dynamic user
interests and items attractions, respectively. More specifically, the
collaborative graphs of users and items are first constructed by
evaluating their collaborative similarity on bipartite graph. The ho-
mogeneous user preferences and item attributes are learned by the
simplified GNNs on the collaborative graphs. The preference and
attribute capture intrinsic homogeneous features of users and items
within their neighborhood, respectively, which stay unchanged
and independent of external contexts. Besides static preference and
attribute, the user interests and item attractions should be further
dynamically modulated according to their contexts, as discussed
above as well as in [7, 35]. However, different from [7, 35], we design
two asymmetrical context-aware modulation models for dynamic
interest and attraction learning, as interaction data of user and item
have different semantic features. In item domain, since the historical
clicking users of an item usually have little interdependencies, the
item attraction to a target user is calculated by adopting a simple
product and pooling operation to modulate its historical users with
the target user. In user domain, as discussed above that the user’s
clicked items usually have some interdependencies. Thus a self-
attention block is first adopted on the clicked items to capture their
interdependencies, and then the user interests in the candidate item
are calculated by an attention-based modulation. The preference
and interest of the user and the attribute and attraction of the item
are then input pair-wisely into 4 Muti-Layer Perceptrons (MLPs) in
different combinations to model their interactions. Experimental
studies valid the benefits of ARBRE of capturing accurate features
under different contexts. Our contributions can be summarized as:

• To the best of our knowledge, we are the first to highlight
that the symmetrical historical interaction data structures of
users and items have different semantic features for recom-
mendation, and thus need to adopt different targeted models
to learn their representations.
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• We propose ARBRE, which learns homogeneous user prefer-
ences and item attributes by GNNs on collaborative graphs,
and then designs two asymmetrical context-aware modula-
tion models to learn dynamic user interests and item attrac-
tions, respectively.

• Experiments on three real-world benchmark datasets are
conducted to demonstrate that ARBRE consistently outper-
forms the several state-of-the-arts.

2 RELATEDWORKS
In this section, we briefly review two kinds of existing recommen-
dation methods that are most relevant to our work: 1) Graph neu-
ral network based recommendation, 2) Context-aware modulation
based recommendation.

Graph Neural Network based Recommendation. In recom-
mendation tasks, user-item interactions can naturally form a bi-
partite graph where edges represent interactions between users
and items. Since graph neural networks (GNNs) have shown great
potential in learning graph structure features [2, 11, 20, 35], recent
models leverage them to learn features of users and items from
interaction graphs. For example, NGCF [20] models the high-order
connectivity in user-item bipartite graph. LightGCN [11] further
simplifies the GCN design for recommendation by removing feature
transformation and nonlinear activation. With the development
of the attention mechanism, graph attention network (GAT) [29]
which learns the weights of nodes attentively for aggregating neigh-
borhood features is also adoted in recommendation models, such
as KGAT [32] and DGSR [38]. To better model the homogeneous
collaborative signals among users and items, other works evalu-
ate the behavioral similarities of users and items and construct
homogeneous collaborative graphs from bipartite graph for rec-
ommendation [21, 37]. Some works integrate the features learned
from bipartite graphs and collaborative graphs together to combine
their advantages [35, 36]. However, most of the existing GNN-based
recommendation methods learn static features of users and items,
and ignore the dynamic user interest and item attraction when
facing different contexts.

Context-aware Modulation based Recommendation. Incor-
porating the contextualized information in the recommendation
process help to improve accuracy in learning features of users and
items [30]. In reality, user interest and item attraction are mul-
tifaceted thus dynamic according to different contexts. DIN [40]
adaptively learns the representation of user interests from historical
behaviors with respect to candidate items in click-through rate pre-
diction. CoSAN [20] proposes a collaborative item representation
learning method which is capable to dynamically generate different
representations for an item when encountering different users for
session recommendation. Considering the symmetry of user-item
interaction data, some models dynamically learn both user and item
representations concerning different contexts through a symmetri-
cal dual structure. DANSER [35] designes a dual graph attention
network in which social and item-to-item influences are modeled
with symmetrical modulation model under specific contexts. DICER
[7] also adopts a symmetrical model to learn features of user and
itemwith deep contexts. Both of [7, 35] utilized product and pooling
based models to modulate the interaction features of both users

Table 1: Summary of notations

Symbols Definitions and Descriptions

U set of users
I set of items
R the user-item interaction matrix

RI (𝑢) the interacted item set of user 𝑢
RU (𝑖) the interacting user set of item 𝑖

U the initial raw feature matrix of users
I the initial raw feature matrix of items
GU user collaborative graph
GI item collaborative graph

NU (𝑢) the neighbors set of user 𝑢 in GU
NI (𝑖) the neighbors set of item 𝑖 in GI
𝒑∗
𝑢 the user preference representation of user 𝑢

𝒎𝑖∗
𝑢 the user interest representation of user 𝑢

𝒏𝑢∗
𝑖

the item attraction representation of item 𝑖

𝒒∗
𝑖

the item attribute representation of item 𝑖

𝑑 the number of embedding dimension
⊗ the element-wise product operation

and items. However, the semantic information in user domain and
item domain are different, and learning representations of users
and items with symmetrical dual models may not be sufficient and
reasonable to extract their unique semantic features. Different from
[7, 35], the proposed model devises two asymmetrical modulation
models in which user interest and item attraction are exploited and
modulated by different methods according to their semantic proper-
ties, respectively. Besides asymmetrical modulation structure, our
model adopts a simpler graph neural network than that in [7, 35]
which removes the feature transformation and nonlinear activation
for enhancing the feature aggregation ability. Moreover, in order
to fully explore the complex relations between users and items, the
learned user preference and interest and item attribute and attrac-
tion are input pair-wisely into 4 MLPs in prediction layer where
the relation between modulated user interest and item attraction is
considered yet neglected by [7].

3 PRELIMINARIES
Let U and I be the sets of users and items respectively, 𝑢, 𝑣 index
users and 𝑖 , 𝑗 index items. The initial raw feature matrices of users
and items are denoted as U ∈ R𝑙U×𝑀 and I ∈ R𝑙I×𝑁 respectively,
where 𝑀 , 𝑁 denote the numbers of users and items, 𝑙U and 𝑙I are
their raw feature dimensions, respectively. If no initial raw feature
matrix is provided, one-hot feature matrix will be adopted. Let R =

[𝑟𝑢𝑖 ] ∈ R𝑀×𝑁 be the user-item interaction matrix which consists
of 0 and 1, where 𝑟𝑢𝑖 = 1 indicates user u has interacted with item
i and 𝑟𝑢𝑖 = 0 otherwise. We use RI (𝑢) and RU (𝑖) to respectively
denote the interacted item set of user 𝑢 and the interacting user
set of item 𝑖 . The mathematical notations used in this paper are
summarized in Table 1.

Problem Formulation. The recommendation problem is de-
fined as: given the user-item interaction matrix R, the user raw
feature matrix U and item raw feature matrix I, the goal is to pre-
dict unobserved interactions in R, i.e., the probability 𝑦𝑢,𝑖 ∈ [0, 1]
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Figure 2: Architecture of the proposed ARBRE model. i) We first construct the collaborative graphs of users and items based
on the bipartite graph. ii) In graph aggregation layer, we aggregate the homogeneous collaborative features through the
collaborative graphs to generate user preference 𝒑∗

𝑢 and item attribute 𝒒∗
𝑖
. iii) In asymmetrical context-aware modulation

module, the target user preference 𝒑∗
𝑢 and candidate item attribute 𝒒∗

𝑖
are introduced in item domain and user domain

respectively to learn context-aware item attraction 𝒏𝑢∗
𝑖

and user interest 𝒎𝑖∗
𝑢 based on the interaction data. iv) Finally, the

learned representations in user domain and item domain are input pair-wisely into prediction layer to get final score 𝑦𝑢,𝑖 .

of the target user 𝑢 interacting with an unobserved candidate item
𝑖 .

4 METHODOLOGIES
The architecture of the proposedmodel is illustrated in Figure 2. The
model consists of the following modules: (i) collaborative graphs
construction, which construct two collaborative graphs for user
and item from the user-item historical interactions, respectively; (ii)
graph aggregation layer, which aggregates the features of users and
items on the collaborative graphs to generate homogeneous user
preference and item attribute; (iii) an asymmetrical context-aware
modulation module, which model dynamic user interest and item at-
traction from historical interaction data according to their contexts
with two asymmetrical modulation structures, respectively; (iv) a
prediction layer, which model the user-item interaction by cross
combining the user preference and interest and the item attribute
and attraction. Each of module is described in details next.

4.1 Collaborative Graphs Construction
Intuitively, the users who share much neighborhood overlap with
each other in the user-item bipartite graph may have much com-
mon preferences, and are called collaborative neighborhood users.
Stacking many layers of GNN on the bipartite graph to capture
homogeneous user preferences among collaborative neighborhood

users may lead to over-smoothing problem [17]. Thus the collabo-
rative graph is constructed from the bipartite graph to explicitly
express the collaborative relations among users. The collaborative
similarity 𝑠𝑖𝑚U (𝑢, 𝑣) between any user 𝑢 and 𝑣 is firstly calculated
based on the Jaccard similarity coefficient as below.

𝑠𝑖𝑚U (𝑢, 𝑣) =
|RI (𝑢) | ∩ |RI (𝑣) |
|RI (𝑢) | ∪ |RI (𝑣) |

(1)

𝑢 and 𝑣 are considered to be collaborative neighborhood users of
each other if 𝑠𝑖𝑚U (𝑢, 𝑣) > 𝜂, where 𝜂 is a fixed threshold. Similarly,
the collaborative neighborhood items can be obtainedwith the same
operation. Then the user collaborative graph GU = (U, EU) and
item collaborative graph GI = (I, EI) can be constructed by form-
ing the edge set EU and EI among the collaborative neighborhood
users and items, respectively.

4.2 Graph Aggregation Layer
The model first transforms the raw features of users and items
into the low-dimensional latent embedding space through two
embedding layers, respectively.

P = WUU
Q = WII

(2)
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whereWU ∈ R𝑑×𝑙U ,WI ∈ R𝑑×𝑙I are the trainable weight matrices,
P = [𝒑1,𝒑2, · · · ,𝒑𝑀 ] ∈ R𝑑×𝑀 and Q = [𝒒1, 𝒒2, · · · , 𝒒𝑁 ] ∈ R𝑑×𝑁
are the transformed embeddings of users and items respectively. 𝑑
is the embedding dimension.

Collaborative similar users (resp. items) usually share some com-
mon preferences (resp. attributes), which can be extracted as their
homogeneous collaborative features by GNN. GNN learns rich high-
order semantic features from graph structure by propagating and
aggregating neighborhood information. Recent works demonstrate
that the common node aggregation designs in GNN, i.e., feature
transformation and nonlinear activation, contribute little in CF rec-
ommendation tasks [11]. Adapt this idea, we design a simplified
GNN module for collaborative graph aggregation to yield homoge-
neous user preference and item attribute as follows.

In user domain, let 𝒑0
𝑢 = 𝒑𝑢 be the first layer input of the GNN

module for each user 𝑢. The user embedding 𝒑𝑙+1𝑢 at (𝑙 + 1)-th layer
is updated as:

𝒑𝑙+1𝑢 = 𝐿𝑁
©­«

∑︁
𝑣∈NU (𝑢)

𝒑𝑙𝑣
ª®¬ (3)

whereNU (𝑢) is the set of neighbors of 𝑢 in GU, and 𝐿𝑁 is the layer-
wise normalization to avoid the scale of embedding increasing
with graph aggregation. After 𝐿 layers of graph aggregation, we
average the embeddings from all layers to form the graph enhanced
user preference 𝒑∗

𝑢 , which captures user’s intrinsic homogeneous
feature within its neighborhoods.

Similarly, in item domain, let 𝒒0
𝑖
= 𝒒𝑖 be the first layer input of

the GNN module for each item 𝑖 . We update the item embedding
𝒒𝑙+1
𝑖

at (𝑙 + 1)-th layer as:

𝒒𝑙+1𝑖 = 𝐿𝑁
©­«

∑︁
𝑗 ∈NI (𝑖)

𝒒𝑙𝑗
ª®¬ (4)

whereNI (𝑖) is the set of neighbors of 𝑖 in GI. After 𝐿 layers of graph
aggregation, the graph enhanced item attribute 𝒒∗

𝑖
is obtained by

averaging the embeddings from all layers.

4.3 Asymmetrical Context-aware Modulation
Though modeling user-item interactions simply based on the graph
enhanced user preference and item attribute is able to achieve ac-
ceptable performance, we argue that the learned preference and
attribute are semantically static without considering dynamic rec-
ommendation contexts of users and items. Some CF models [7, 35]
have attempted to modulate user interest and item attraction based
on different contexts. However, these models suffer from a sym-
metrical structure which is not sufficient for mining the different
semantic features in user domain and item domain. To this end, we
introduce our asymmetrical context-aware modulation module in
this section. We go into details of each side modulation as below.

4.3.1 Item Attraction Modulation. Besides the item attributes that
affect the users’ decision of interaction with it, an item also has its
specific attraction to any target user, and the attraction to a target
user can be modeled by the relations between item’s historical
interacting users and the target user [3, 5, 35]. Since the historical
users of an item are generally independent with each other, there
is no need to explicitly model their relationships. Following [7, 35],

the attraction 𝒏𝑢
𝑖
of an item 𝑖 to a target user 𝑢 is modeled by the

product & max pooling modulation which filters out the information
of item’s interacting users more related to that of the target user.

𝒏𝑢𝑖 = 𝑀𝑃𝑣∈RU (𝑖)
(
{𝒑∗

𝑢 ⊗ 𝒑∗
𝑣}

)
(5)

where𝑀𝑃 indicates themax pooling operation, and ⊗ is the element-
wise product. The𝑀𝑃 helps to focus on the important features from
item’s historical users related to the target user and reduce the noisy
information.

Intuitively, the collaborative similar items are the items that
frequently interact with (e.g. be purchased by) the same users, thus
a user who has been attracted by the collaborative neighbors of a
candidate item is quite likely to be attracted by the candidate item
as well. Hence we enrich the candidate item dynamic attraction
by the attractions of its neighbors. The attraction of any neighbor
𝑗 in NI (𝑖) to the target user is learned with the same operation
as equation (5). Then the attractions of neighbors are aggregated
non-uniformly by a simplified attention mechanism. The attraction
attention weight 𝛼𝑖, 𝑗 of any neighbor 𝑗 to item 𝑖 is calculated based
on their attraction similarity.

𝛼𝑖, 𝑗 =
(
𝒏𝑢𝑖

)𝑇 ·
(
𝒏𝑢𝑗

)
(6)

After normalizing the attention weights by score function softmax,
the final candidate item attraction 𝒏𝑢∗

𝑖
is got by aggregating its

neighbors’ attractions.

𝒏𝑢∗
𝑖

= 0.5 ×
(
𝒏𝑢
𝑖
+ ∑

𝑗 ∈NI (𝑖) 𝛼
′
𝑖, 𝑗

· 𝒏𝑢
𝑗

)
𝛼 ′
𝑖, 𝑗

=
exp(𝛼𝑖,𝑗 )∑

𝑗∈NI (𝑖 ) exp(𝛼𝑖,𝑗 )
(7)

4.3.2 User Interest Modulation. Similarly, besides the user pref-
erence that affect her decision of interaction with an item, a user
also has its specific interest in any candidate item, and the inter-
est in a candidate item can be modeled by the relations between
user’s historical interacted items and the candidate item [5, 35].
Different from the historical interactions of any item, the seman-
tic feature of historical interactions of any user is more complex.
The interacted items of a user may be substitutive items or com-
plementary items of each other, i.e., there are strong interdepen-
dencies among the user’s interacted items. In order to capture
their relations and interdependencies, we employ a self-attention
block [28] composed of a multi-head self-attention layer and a
feed-forward network to learn their features. Mathematically, let
Q𝑢 =

[
𝒒∗
𝑖1
, 𝒒∗

𝑖2
, . . . , 𝒒∗

𝑖 |R𝐼 (𝑢) |

]
∈ R𝑑×|R𝐼 (𝑢) | be the attributes of the

target user 𝑢’s interacted items. The multi-head self-attention is
defined as:

𝑀𝑢𝑙𝑡𝑖ℎ𝑒𝑎𝑑𝐴𝑡𝑡𝑛 (Q𝑢 ) = WO ·𝐶𝑜𝑛𝑐𝑎𝑡 (head1, ...,headℎ)
head𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛

(
WQ

𝑖
Q𝑢 ,W

K
𝑖
Q𝑢 ,W

V
𝑖
Q𝑢

) (8)

where ℎ is the number of heads, WQ
𝑖
, WK

𝑖
, WV

𝑖
∈ R𝑑ℎ×𝑑 are the

projection matrices of each head, 𝑑ℎ = 𝑑/ℎ is the dimension of each
head, and WO ∈ R𝑑×𝑑 is a learnable output weight matrix. The
scaled dot-product attention function is adopted as follows:

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(Q,K,V) = V · 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥

(
K𝑇Q√︁
𝑑ℎ

)
(9)
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The non-linearity of the self-attention block is endowed with the
feed-forward network 𝐹𝐹𝑁 . The residual connections [10] and layer
normalization 𝐿𝑁 [1] are also conducted successively to obtain the
output of the self-attention block H𝑢 .

H𝒖 = 𝐿𝑁
(
Q′
𝑢 + 𝐹𝐹𝑁

(
Q′
𝑢

) )
Q′
𝑢 = 𝐿𝑁 (Q𝑢 +𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑𝐴𝑡𝑡𝑛 (Q𝑢 ))

(10)

H𝑢 capture the interdependencies of the target user’s interacted
items. The user’s interest 𝒎𝑖

𝑢 in the candidate item 𝑖 is modeled
by an attention-based modulation, in which the candidate item’s
attribute 𝒒∗

𝑖
is linearly transformed and set as the query vector.

𝒎𝑖
𝒖 =

(
WVH𝑢

)
· 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥

©­­«
(
WKH𝑢

)𝑇 (
WQ𝒒∗

𝑖

)
√
𝑑

ª®®¬ (11)

where WQ,WK,WV ∈ R𝑑×𝑑 are the weight matrices.
Intuitively, the collaborative similar users are users that fre-

quently interact with the same items, thus the collaborative neigh-
bors’ interests in the candidate item may also influence the target
user’s decision on the candidate item. Hence we enrich the tar-
get user interest with interests of her neighbors. The interest of
any neighbor is modeled by a simpler modulation method without
considering the interdependences among her interacted items, as
such interdependences have relatively little effect on the target user,
while adopting self-attention block & attention-based modulation
may result in overfitting problem. Specifically, we conduct prod-
uct & max pooling modulation method to model the neighborhood
users interest 𝒎𝑖

𝑣 in candidate item 𝑖 .

𝒎𝑖
𝑣 = 𝑀𝑃 𝑗 ∈RI (𝑣)

(
{𝒒∗𝑖 ⊗ 𝒒∗𝑗 }

)
(12)

where 𝑣 ∈ NU (𝑢) is a neighbor of target user 𝑢. The final target
user interest𝒎𝑖∗

𝑢 is got by aggregating her neighbors’ interest with
a simplified attention mechanism.

𝒎𝑖∗
𝑢 = 0.5 × ©­«𝒎𝑖

𝑢 +
∑︁

𝑣∈NU (𝑢)
𝛼 ′
𝑢,𝑣 ·𝒎𝑖

𝑣
ª®¬

𝛼 ′
𝑢,𝑣 =

exp
(
𝛼𝑢,𝑣

)∑
𝑣∈NU (𝑢) exp

(
𝛼𝑢,𝑣

)
𝛼𝑢,𝑣 =

(
𝒎𝑖
𝑢

)𝑇
·
(
𝒎𝑖

𝑣

)
(13)

4.4 Prediction Layer
After the above representation learning modules, we obtain static
user preference and dynamic user interest in user domain, and static
item attribute and dynamic item attraction in item domain. Since
the target user’s decision on the interaction with the candidate item
depends on both user side factors and item side factors, we send user
domain’s embeddings and item domain’s embedding pair-wisely
into MLPs for predicting the interacting scores:

𝑦1𝑢,𝑖 = 𝑀𝐿𝑃1
(
𝒎𝑖∗
𝑢 , 𝒏𝑢∗𝑖

)
𝑦2𝑢,𝑖 = 𝑀𝐿𝑃2

(
𝒑∗
𝑢 , 𝒏

𝑢∗
𝑖

)
𝑦3𝑢,𝑖 = 𝑀𝐿𝑃3

(
𝒎𝑖∗
𝑢 , 𝒒𝑖∗

)
𝑦4𝑢,𝑖 = 𝑀𝐿𝑃4

(
𝒑∗
𝑢 , 𝒒

∗
𝑖

)
(14)

The final score is calculated by the weighted sum of the four scores
above:

𝑦𝑢,𝑖 =

4∑︁
𝑘=1

𝜆𝑘𝑦
𝑘
𝑢,𝑖 (15)

where
∑4
𝑘=1 𝜆𝑘 = 1, 𝜆𝑘 > 0 denote the importance of the 𝑘-th score

in predicting the final score. It can be tuned as hyper-parameters
manually or optimized automatically as model parameters by using
an attentionmechanism [4]. In our experiments, we find that setting
𝜆𝑘 uniformly can generally lead to good performance, thus we do
not design learnable component to optimize 𝜆𝑘 for model simplicity.

4.5 Model Training
For modeling user-item implicit feedback interaction, the most
widely used loss function is known as the cross-entropy, which is
defined as below:

L = −
∑︁

(𝑢,𝑖) ∈D
𝑦𝑢,𝑖 log𝑦𝑢,𝑖 +

(
1 − 𝑦𝑢,𝑖

)
log

(
1 − 𝑦𝑢,𝑖

)
(16)

where D is the training dataset, 𝑦𝑢,𝑖 ∈ {0, 1} represents whether
the user interacted with the item or not. The mini-batch Adaptive
Moment Estimation (Adam) [14] is adopted as the optimizer, which
can adaptively adjust the learning rate during the training phase.
We also adopt the dropout strategy [26] in graph aggregation and
MLP to alleviate the overfitting.

5 EXPERIMENTS
To demonstrate the effectiveness of the proposedmodel, we conduct
experiments to answer the following research questions:

RQ1 How does ARBRE perform as compared with state-of-the-
art methods for recommendation?

RQ2 Are the key designs in ARBRE, such as the asymmetrical
structure, necessary for improving performance?

RQ3 How do hyper-parameters in ARBRE impact recommenda-
tion performance?

5.1 Experiment Setup
5.1.1 Dataset. We apply our model to three datasets from dataset
collections Amazon1 and Yelp2.

• Amazon: This is a series of datasets extracted from real world
application AMAZON [23]. Top-level product categories are
treated as separated datasets in Amazon. We consider two
categories ’Beauty’ and ’Video’.

• Yelp: This is a popular dataset for business recommendation.
Following [41], local businesses are viewed as items and the
transaction records after January 1st, 2019 of the version
updated on February 21th, 2020 are used for experiments.

For all datasets, users and items with fewer than 5 interactions
are filtered out to ensure data quality. The statistical details of the
datasets after prepossessing are summarized in Table 2.

1http://jmcauley.ucsd.edu/data/amazon/
2http://www.yelp.com/dataset
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Table 2: Statistics of the datasets

Dataset #users #items #interactions Density

Beauty 22,363 12,101 198,502 0.00073
Video 24,303 10,672 231,780 0.00089
Yelp 10,873 17,965 271,363 0.00139

5.1.2 Baseline. To evaluate the performance of the proposedmethod,
we compare ARBRE with several comparative methods, including
some state-of-the-art models for recommendation.

The first group of models is shallow CF model:
BPR [25]: This is a latent factor model which designs a pairwise

ranking loss for personalized recommendation by assuming users
prefer items they interact with compared to unobserved ones.

The second group is GNN-based deep CF models:
GCMC [2]: This method proposes a graph auto-encoder frame-

work containing one convolutional layer to exploit the direct con-
nections between users and items on user-item bipartite graph.

NGCF [33]: This method injects the collaborative signal into
graph embedding process and models the high-order connectivity
in user-item bipartite graph.

LightGCN [11]: This is a strong baseline, which removes the
feature transformation and nonlinear activation designs in GCN to
make it more appropriate for recommendation.

UltraGCN [22]: This model proposes an ultra-simplified formu-
lation of GCN by skipping infinite layers of message passing for
recommendation.

IMP-GCN [19]: This model performs high-order graph convo-
lution inside subgraphs to avoid propagating negative information
into embedding learning.

The third group contains deep-learning based context-aware
model:

DICER [7]: This method introduces contextualized informa-
tion for modulating the representations in dual sides based on the
collaborative graph enhanced representations.

5.1.3 EvaluationMetrics. Ourmodel adopts Recall@K andNDCG@K
(Normalized Discounted Cumulative Gain) for evaluating the per-
formance of all methods. This two metrics have been widely used in
previous works [7, 11, 33]. Recall@K considers whether the ground-
truth is ranked among the top K items, while NDCG@K assigns
greater weights on higher positions.

5.1.4 Implementation Details. We use Pytorch to implement our
model3 and the Xavier initializer [8] to initialize the model parame-
ters. For each dataset, we randomly select 80% as the training set to
learn parameters, 10% as the validation set to turn hyper-parameter
and 10% as the test set to evaluate the prediction performance. The
hyper-parameter settings are as follows: learning rate is 0.001, train-
ing batch size is 128, embedding dimension 𝑑=64, number of graph
neural network layers 𝐿=3, number of attention heads ℎ=2, dropout
ratio is 0.1, coefficient 𝜆1 = 𝜆2 = 𝜆3 = 𝜆4 = 1/4. In the training pro-
cess, we uniformly sample the items with no observed interaction
with a user as her negative samples. The numbers of positive and
negative samples for each user are the same. Follow the strategy
3https://github.com/halaoyy/ARBRE_pytorch

in [7, 13], for evaluation metrics calculation, we randomly sample
100 unobserved items as negative items and rank them with the
ground-truth items. For all baselines, the optimal hyper-parameter
settings are determined either by our experiments or suggested
by previous works to ensure the best performance. As we address
the situations where no social relations can be obtained, the social
relations in [7] are replaced by collaborative similar relations in the
experiments.

5.2 Comparative Results: RQ1
The results of comparing ARBRE with other baseline methods are
reported in Table 3. Experimentally, K=5,10,15 are selected as the
recommendation lengths for two evaluation metrics. The following
observations can be made from the experimental results:

First, deep-learning based models generally outperform the shal-
low model on all evaluation metrics, which indicates the effec-
tiveness of deep neural networks in modeling complex nonlinear
features.

Second, there are some findings in the comparison of GNN-based
deep CF models. As we can see in Table 3, NGCF consistently out-
performs GCMC. This demonstrates the advantages of NGCF in
incorporating collaborative signals and high-order connectivity
in representation learning process. Also, LightGCN outperforms
NGCF in all cases, which further proves that the feature transfor-
mation and nonlinear activation operations of GCN contribute little
in recommendation tasks. UltraGCN and IMP-GCN achieve com-
petitive performances, which indicate the effectiveness of approxi-
mating the limit of message passing and denoising the high-order
embedding learning.

Third, our proposed ARBRE achieves the best performance in all
metrics, with an average improvement of 8.36%, 9.64% and 4.62%
compared to the second best method for Beauty, Video and Yelp,
respectively. Specifically, ourmethod performs better than the GNN-
based deep CF models, confirming the effectiveness of introducing
contextualized information in learning representations. The sub-
stantial improvement of our model over DICER is possibly due to
the facts: (1) our model removes the designs of graph convolutional
networks that is irrelevant to the recommendation task, which
further alleviates the training difficulty; (2) we design two asym-
metrical modulation models for user interest and item attraction
learning according to their semantic properties, respectively. (3) in
prediction layer, the representations from user domain and item
domain are input pair-wisely into MLPs for modeling user-item in-
teractions, while DICER ignore the interaction between modulated
user interest and item attraction.

5.3 Ablation Study: RQ2
In this subsection, we analyze the impact of key components in our
model with some ablation studies.

5.3.1 Effect of Context-aware Modulation. In the last subsection,
we have demonstrated the advantages of the proposed ARBRE. The
model follows an asymmetrical structure and designs context-aware
modulation methods for learning user interest and item attraction,
respectively. To validate the effectiveness of the context-aware
modulation module, we compare ARBRE with its three variants:
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Table 3: Comparisons of different models on three datasets. The best results are in boldface and the second best results are
underlined. “Impv.” indicates the relative improvement of the best results compared to the second best results.

Datasets Metric BPR GCMC NGCF LightGCN UltraGCN IMP-GCN DICER ARBRE Impv.

Beauty

Recall@5 0.3554 0.3714 0.4310 0.4733 0.4690 0.4812 0.4718 0.5223 8.54%
Recall@10 0.4436 0.4901 0.5395 0.5814 0.5644 0.5925 0.5903 0.6465 9.11%
Recall@15 0.5006 0.5642 0.6022 0.6406 0.6291 0.6539 0.6573 0.7202 9.57%
NDCG@5 0.3165 0.2981 0.3561 0.3914 0.3939 0.3972 0.3799 0.4249 6.97%
NDCG@10 0.3543 0.3400 0.3947 0.4297 0.4286 0.4367 0.4232 0.4704 7.72%
NDCG@15 0.3738 0.3618 0.4130 0.4472 0.4477 0.4549 0.4431 0.4923 8.22%

Video

Recall@5 0.4781 0.5470 0.6187 0.6341 0.6355 0.6332 0.6105 0.7024 10.53%
Recall@10 0.6032 0.6924 0.7473 0.7558 0.7582 0.7541 0.7479 0.8227 8.51%
Recall@15 0.6753 0.7703 0.8123 0.8192 0.8221 0.8145 0.8206 0.8836 7.48%
NDCG@5 0.4172 0.4420 0.5166 0.5338 0.5351 0.5331 0.4970 0.5957 11.33%
NDCG@10 0.4697 0.4935 0.5623 0.5769 0.5802 0.5760 0.5476 0.6395 10.22%
NDCG@15 0.4948 0.5169 0.5819 0.5959 0.5995 0.5943 0.5697 0.6580 9.76%

Yelp

Recall@5 0.4210 0.4389 0.4693 0.4884 0.6002 0.5522 0.5264 0.6266 4.40%
Recall@10 0.5731 0.6277 0.6528 0.6645 0.7472 0.7337 0.7012 0.7910 5.86%
Recall@15 0.6466 0.7325 0.7494 0.7585 0.8335 0.8268 0.8113 0.8784 5.39%
NDCG@5 0.4253 0.4044 0.4329 0.4568 0.5287 0.5153 0.4452 0.5469 3.44%
NDCG@10 0.4785 0.4665 0.4935 0.5140 0.5866 0.5748 0.5148 0.6120 4.33%
NDCG@15 0.5066 0.5015 0.5258 0.5453 0.6174 0.6064 0.5540 0.6439 4.29%

ARBRE-m, ARBRE-n, ARBRE-m-n. These three variants are defined
as follows:

• ARBRE-m: The context-aware modulation in user domain
is removed. This variant only uses user preference 𝒑∗

𝑢 , item
attribute 𝒒∗

𝑖
and item attraction 𝒏𝑢∗

𝑖
to predict the score,

while ignoring user interest 𝒎𝑖∗
𝑢 .

• ARBRE-n: The context-aware modulation in item domain
is removed. This variant only uses user preference 𝒑∗

𝑢 , item
attribute 𝒒∗

𝑖
and user interest 𝒎𝑖∗

𝑢 to predict the score, while
ignoring item attraction 𝒏𝑢∗

𝑖
.

• ARBRE-m-n: The context-aware modulations in both user
and item domain are removed. This variant only uses user
preference 𝒑∗

𝑢 , item attribute 𝒒∗
𝑖
to predict the score, while

ignoring modulated user interest 𝒎𝑖∗
𝑢 and item attraction

𝒏𝑢∗
𝑖
.

The performance of ARBRE and its variants are shown in Table
4. From the results, we have the following findings:

The results prove the effectiveness of the context-aware modu-
lation in user domain. ARBRE-m perform worse than ARBRE in all
cases. On average, the relative reduction is 17.41% on Recall metric
and 21.03% on NDCG metric. It verifies that capturing context-
aware user interest boost the recommendation performance.

The results prove the effectiveness of the context-aware modula-
tion in item domain. Without the context-aware item attraction, the
performance decrease significantly. Specifically, the performance
of ARBRE-n decrease 6.24% and 8.15% on Recall and NDCG met-
rics, respectively. This demonstrate the advantage of exploiting
context-aware item attraction in improving the performance of
recommendation.

Both the context-aware modulation in user domain and item
domain contribute to improve the performance of prediction. The

Table 4: Effect of context-aware modulation on Beauty

Model Recall@5 Recall@10 Recall@15 NDCG@5 NDCG@10 NDCG@15

ARBRE-m 0.4196 0.5373 0.6074 0.3299 0.3730 0.3937
ARBRE-n 0.4769 0.6093 0.6894 3853 0.4331 0.4568

ARBRE-m-n 0.3604 0.4924 0.5627 0.2753 0.3239 0.3449
ARBRE 0.5223 0.6465 0.7202 0.4249 0.4704 0.4923

Table 5: Effect of asymmetrical structure on Beauty

Model Recall@5 Recall@10 Recall@15 NDCG@5 NDCG@10 NDCG@15

ARBRE-𝛼 0.4657 0.5832 0.6486 0.3761 0.4192 0.4387
ARBRE-𝛽 0.4652 0.5840 0.6612 0.3789 0.4213 0.4440
ARBRE 0.5223 0.6465 0.7202 0.4249 0.4704 0.4923

variant ARBRE-m-n that removes the entire context-aware modula-
tion module achieve the worst performance in this comparison, i.e.,
reduce averagely 25.56% and 32.09% on Recall and NDCG metrics
compares to ARBRE.

5.3.2 Effect of Asymmetrical Structure. Comparing to other context-
aware models [7, 35], a key difference of our model is that ARBRE
follows an asymmetrical structure where different methods are
designed for extracting semantic features in user domain and item
domain. Therefore, in order to verify the effectiveness of designing
different modulation methods in user domain and item domain, we
compare the performance of ARBRE with two variant models:

• ARBRE-𝛼 : In this variant, the context-aware modulation
method for learning target user interest is identical to the
approach of learning candidate item attraction in ARBRE,
i.e., learning target user interest by conducting element-wise
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Figure 3: Performance of ARBRE on Beauty w.r.t different hyper-parameters

product and max pooling operations over target user’s inter-
acted items.

• ARBRE-𝛽 : In this variant, the context-aware modulation
method for learning candidate item attraction is the same
as the approach of learning target user interest in ARBRE,
i.e., learning candidate item attraction with a self-attention
block and an attention-based modulation.

The experimental results of ARBRE and its variants are reported
in Table 5. The following findings are obtained:

The self-attention block & attention-based modulation is more
appropriate for learning target user interest than product & max
pooling operations. On average, the relative reduction of ARBRE-𝛼
is 10.19% on Recall metric and 11.08% on NDCG metric comparing
to ARBRE. This demonstrates that the self-attention block and
attention-based modulation can better exploit the complex relations
and interdependencies in user’s clicked items.

The product &max pooling is more effective in learning candidate
item attraction than self-attention block & attention-based modu-
lation. On average, ARBRE-𝛽 reduce 9.59% on Recall metric and
10.35% on NDCG metric, respectively. It justifies our assumption
that it’s sufficient to describe item’s historical users by extracting
their common features.

5.3.3 Effect of Prediction Layer. In ARBRE, the learned representa-
tions in user domain and item domain are input pair-wisely into 4
MLPs for modeling user-item interaction. Specifically, ARBRE mod-
els the interaction of the user interest 𝒎𝑖∗

𝑢 and item attraction 𝒏𝑢∗
𝑖

which is ignored by [7]. Therefore, a variant named ARBRE-𝑀𝐿𝑃1 is
designed by removing 𝑀𝐿𝑃1 in prediction layer. The experimental
results are shown in Table 6. We can find that ARBRE outperform
ARBRE-𝑀𝐿𝑃1 in all metrics. The average reduction on Recall met-
ric is 8.81% and 12.59% on NDCG metric. One likely reason of the
improvement is that the modulated representations capture pre-
cisely the interest and the attraction shown by the target user and
the candidate item when facing the context respectively, between
which the interaction is modeled with little noisy information.

5.4 Parameter Sensitivity: RQ3
In this subsection, we investigate the sensitivity of the proposed
ARBRE to some hyper-parameters, which include the embedding
dimension 𝑑 , the number of GNN layer 𝐿 and the number of atten-
tion heads ℎ. As shown in Figure 3, from which it can be observed

Table 6: Effect of the interaction between user interest and
item attraction in the prediction layer on Video

Model Recall@5 Recall@10 Recall@15 NDCG@5 NDCG@10 NDCG@15

ARBRE-𝑀𝐿𝑃1 0.6180 0.7554 0.8285 0.5111 0.5612 0.5832
ARBRE 0.7024 0.8227 0.8836 0.5957 0.6395 0.6580

that: (1) The embedding dimension affects the performance of AR-
BRE. The model lacks expressiveness if the dimension is too small,
while the performance degrades if it’s too large due to sparsity; (2)
Increasing the number of GNN layers can improve the performance
by aggregating high-order features, but too many layers may lead
to over-smoothing problem; (3) The performance is optimal when
the number of attention head is 2, too few or too many heads will
degrade the recommendation performance.

6 CONCLUSION
In this paper, we propose ARBRE, which generates static user pref-
erence and item attribute by feature propagation through collabora-
tive graphs and designs context-aware modulations for extracting
dynamic user interest and item attraction with asymmetrical struc-
tures. Our method is equipped with good expressiveness because:
(i) The simplified graph neural networks effectively captures ho-
mogeneous user preferences and item attributes, respectively; (ii)
Two asymmetrical modulation modules are designed based on the
different semantic features in user and item domains, which learns
the most relevant user interest and item attraction under different
contexts; (iii) Our method fully models the user-item interaction
in the prediction layer. The comparative experiments and ablation
studies on several real-world datasets validate the effectiveness of
ARBRE and its accuracy in exploiting related features according to
the different contexts.
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